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1 Project Summary

It is common knowledge that the modern world generates and stores information at an increasing rate.
A typical example is the emerging field of e-science, where the adoption of high-performance computing
has led to the generation of vast volumes of scientific data. The usefulness of the stored information, of
course, depends crucially on the ability to query it effectively, and hence on the use of state-of-the-art data
management technology.

Unfortunately, the adoption of database systems in e-science has been less than spectacular and has
often lead to a lot of frustration among the intended users. One key reason is the complexity of managing
and tuning a database system. Essentially, the performance of a database system depends crucially on its
physical design, i.e., the set of physical structures such as indices and materialized views, that can speed
up the execution of queries. An effective physical design has to match the traits of the workload, e.g., it
must index more heavily the parts of the database that are frequently referenced in queries, and at the
same time it must fit within an alloted disk space budget. Thus, designing an effective physical design
involves a non-trivial optimization problem: maximize the throughput of the query processor, assuming
limited resources for storing the materialized structures. This is a challenging task even for an experienced
database administrator, let alone for a scientist (or, for that matter, any non-expert user) who is not likely
to have the necessary expertise.

To address this important issue, we propose to develop a database system that can self-organize its
physical configuration without the intervention of a human administrator. The key idea is to augment the
system with an on-line tuning module that monitors continuously the incoming workload, gathers statistics
on the performance of the system, and reorganizes the physical design periodically in order to maximize query
throughput. Clearly, this is a challenging goal. Since tuning happens concurrently with normal database
operation, the tuner has to operate with low and controllable overhead so that it does not affect query
performance. Moreover, the tuning module has to track continuously the traits of the workload and identify
potential physical designs that can improve performance. Even more importantly, the tuner has to determine
whether a recent change in the workload constitutes a major shift in the query distribution that justifies the
potentially high cost of changing the physical design. These problems stem from the on-line nature of the
problem and have not been addressed by previous studies on database tuning. Thus, the proposed research
will make significant scientific contributions in the area of self-tuning systems and autonomic computing.

The proposed project forms part of our more general agenda on the development of database technology
that targets specifically non-expert users, and in particular scientists. In brief, our goal is to lower the bar for
the adoption of database technology in the field of scientific data management. The proposed research is thus
relevant to projects in LANL that involve the management and querying of large volumes of experimental
and scientific data.

2 Project Description

Overview of Existing Technology for Physical Design Tuning

Earlier studies [5, 7, 28] have introduced techniques that recommend a physical design by analyzing a
representative query workload. This paradigm is typically referred to as off-line tuning, since the workload
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is gathered and analyzed before the database system goes live. The use of a representative workload implies
that off-line tuning is suitable for applications where the query load has certain predominant characteristics.
Typical workloads over scientific data exhibit the inverse trait, since queries are often generated by human
users in the course of a data analysis task.

Acknowledging the shortcomings of off-line tuning, previous studies have advocated an on-line approach
to physical design tuning. The basic idea is that tuning is performed continuously in order to keep track
of the current traits of a volatile query workload. Earlier studies have developed rudimentary on-line tools
for index selection in relational databases [9, 8], whereas more recent studies [19, 6] have introduced more
sophisticated solutions. These recent techniques provide interesting insights into the problem of selecting
indices on-line, but they focus on specific variants of the problem and thus lack generality. Moreover, they
do not address the issue of regulating the overhead of tuning, a point that is clearly important for the
integration of on-line tuning in real-world data management applications.

Completed Work

COLT As part of our ongoing work on this project, we have developed the COLT [22] framework (short for
Continuous On-Line Tuning) that supports the on-line selection of index structures. COLT is realized as a
separate system module that builds a model of the current workload (based on the incoming query flow),
estimates the respective gains of different candidate indices, and selects those that would provide the best
performance for the observed workload within the available storage. Thus, the system performs continuous
profiling and reorganization in order to materialize indices that match the most recent traits of the query
workload. A key novelty of COLT is that it incorporates mechanisms to regulate the overhead of on-line
tuning based on its potential to improve performance. By using these mechanisms, COLT lowers its overhead
if the workload is stable and the system is well-tuned, and intensifies tuning when a shift is detected and the
system has to adapt to a new workload. We have completed a prototype implementation of COLT inside the
PostgreSQL open-source database system, and we have performed an experimental study on the effectiveness
of our technique. Overall, our results have shown that COLT can adapt the index set to the current traits
of the workload, while incurring a low overhead on normal query execution. We do not discuss further the
details of our technique in the interest of space. A more complete description can be found in the respective
publications [20, 21, 22].

A Benchmark for Online Index Selection As mentioned earlier, several recent studies (including our
own work) have advocated an online approach to the problem of index selection. The proposed tuning algo-
rithms [6, 19, 22] cover a wide gamut of features with respect to the type of indices that can be materialized,
the performance guarantees enabled by the algorithm, and the complexity of the workloads that can be
handled. However, each algorithm has been evaluated in isolation in the respective study, using a different
methodology and execution environment. This makes it difficult to draw conclusions on the relative merits of
the proposed techniques. Motivated by this observation, we developed a principled benchmarking methodol-
ogy for evaluating the performance of online tuning algorithms in a controlled execution environment. The
proposed benchmark consists of several workload suites, designed to exercise specific aspects of a tuning
algorithm. The workloads are constructed using a general methodology that can be used to generate addi-
tional interesting suites. Using the benchmark, we conducted an empirical evaluation using the PostgreSQL
DBMS of two representative online tuning algorithms, namely the algorithm of Bruno and Chaudhuri [6] and
COLT [21]. The results revealed interesting insights on the relative merits of the two algorithms and their
performance characteristics under different scenarios. It is also interesting to note that COLT outperformed
the other algorithm in most experiments, even though COLT is less powerful “on paper”. We view this as
evidence in favor of less complicated approaches to online tuning.

Modeling and Analysis of Index Interactions. Index interactions are a complicating factor in the
problem of index design tuning. In a nutshell, two indexes interact if their joint benefit is different than the
sum of the individual benefits. For instance, two indexes may have a low benefit if used in isolation, but a
high benefit if used together in an index intersection. Modeling and analyzing index interactions is crucial
for effective index tuning, since it enables the tuning algorithm to track more accurately the joint benefit of
an index set. Knowledge about index interactions can also benefit a database administrator who is interested
in understanding the performance characteristics of a specific index design. Motivated by these observations,
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we developed a formal framework for modeling and analyzing benefit interactions in the context of index
tuning [25]. The proposed framework is the first systematic solution for computing benefit interactions among
the indexes in a recommended index design. The study also proposes two novel database administration
tools. The first is an intuitive method to visualize index interactions. Using the visualization method, the
administrator can understand better the performance characteristics of the recommended indexes and can
thus make more informed decisions on the final design. The second tool computes a schedule to construct
a specific index set. The tool takes into account index interactions in order to maximize the accumulated
benefit after each materialization.

Proposed Research

The proposed research aims to develop robust self-tuning algorithms for the problem of index selection. In
this direction, we will leverage the results from our previous work. In what follows, we outline three initial
directions towards our goal.

Online Tuning using the Work Function Algorithm. The problem of online index selection bares
similarities to the well studied problem of task systems from the field of online optimization. A task system
can be loosely described as follows. Consider a sequence of computational tasks T̄ = T1, . . . , Tn that is given
to a system for processing. We assume that the system executes one task at a time and can observe task
Ti+1 only after it completes the execution of Ti. We associate with the system a set S of possible states, and
we use Si ∈ S to denote the state of the system when Ti is processed. Now, the cost of processing task Ti

depends on the choice of Si and is denoted as taskCost(Ti, Si). Moreover, there is a cost transCost(Si−1, Si)
for transitioning to a state Si from the previous state Si−1. Given a schedule of states S̄ = S1, . . . , Sn that
specifies the state of the system for each task, we use totalCost(S̄, T̄ ) to denote the total processing cost
(task processing + state transitioning).

Clearly, the description of a task system matches well the problem of physical design tuning. The query
processor (system) receives a sequence of queries (tasks), and the execution cost of each query depends on
the currently installed physical design (state). The goal is to determine a schedule of physical designs in
order to minimize the overall cost of processing queries and transitioning between designs. This scheduling
problem has been investigated extensively in the context of task systems and several interesting algorithms
have been developed that could form the basis of an online tuner. One particularly attractive algorithm is
the well known Work Function Algorithm [4] (WFA, for short), which has been shown to perform within a
factor of 2|S| − 1 of the optimal clairvoyant algorithm, i.e., an ideal algorithm that has complete knowledge
of the workload. This part of our project aims at developing a tuning framework using the robust WFA as
the foundation.

One important obstacle in the application of WFA is that it assumes a symmetrical transition cost
function. This is clearly false in the physical design problem, since the cost to drop physical structures that
belong in the difference of two states is zero, but the cost to materialize them is positive. As a first step
in our work, we have shown that the characteristics of the online tuning problem render this assumption
unimportant, and thus it is possible to maintain the competitive ratio of 2|S| − 1 with an asymmetric
transition cost function. A second challenge is that the computational overhead of WFA grows linearly
with the size of S, which is quite large for the problem of physical design tuning. In the problem of index
selection, for instance, S is the power-set of the set of indices that are relevant to the workload. In this
direction, we have been able to identify conditions under which WFA can be run efficiently without tracking
every possible subset of indices. It is interesting to note that our solution leverages information on index
interaction, and hence the ideas outlined in previous paragraphs are directly applicable here. As part of our
proposed research, we will finalize the details of the tuning algorithm and evaluate its performance using the
benchmark suite that we have developed.

Online Tuning in Parallel Systems. Up to this point, our formulation of the index selection problem
has targeted a centralized scenario of a single query processor. In this part of the proposed research plan,
we will investigate the application of online tuning in a parallel system of shared-nothing query processors.
A shared-nothing system partitions data across several nodes and evaluates a query by running a parallel
sub-query locally on each participating node. This system architecture offers several benefits compared to
other alternatives (e.g., shared-memory or shared-disk) and is thus frequently encountered in practice.
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Following up on our current work, we will again focus on the problem of online index selection. One option
is to perform localized tuning in order to install indices on each node that speed-up the evaluation of the sub-
queries received by the node. This can be achieved by running an independent copy of our tuning algorithm
on each node. A more promising and interesting alternative is to tune the set of indices at a global level, by
taking advantage of data replication. More concretely, shared nothing systems replicate data aggressively
in order to ensure availability. (In fact, one may argue that replication is necessary in this context given
the high rate of node failure in large clusters.) The existence of replicas raises the opportunity of physical
design specialization: Each node that holds replicated data may maintain a different set of indices in order
to specialize for a subset of the workload. As an example, assume that relation R is replicated on nodes A
and B. Node A can maintain an index on R.a in order to efficiently answer queries on this specific attribute,
while node B can create indices tailored to a different subset of queries. This approach takes advantage of
the aggregated disk storage in the two nodes in order to improve query performance. In contrast, if queries
are routed in a simple round-robin fashion between the two nodes, then localized tuning would install the
same set of indices which would benefit a smaller subset of the global workload.

The challenge in solving this tuning problem is that the specialization of each node determines the part
of the workload that it can benefit and vice versa. As a first step in solving this interesting problem, we
plan to investigate the offline approach where a representative workload is known in advance. Subsequently,
we will expand our techniques to the online version of the problem, where the workload is volatile and the
specialization has to be modified on-the-fly. We expect that our work on index interaction will prove useful
in the development of smart tuning algorithms.

Online Index Tuning for Visualization Pipelines. In collaboration with Jon Goodring from LANL,
we propose to investigate the application of our index tuning techniques on the optimization of visualization
pipelines.

Scientists rely heavily on visualization tools to explore and analyze experimental data. The visualizations
are typically generated by a processing pipeline that takes as input the original data, applies a series of filters
that restrict and transform the data, and generates as output the final visual. The pipeline is executed on
demand, based on the actions of the scientist on the visualization tool. It is common for the pipeline to be
executed several times in the same session, as the user requests to examine different portions or aspects of
the data set.

An obvious goal of any visualization tool is to maintain an interactive user experience. However, the cost
of executing the visualization pipeline can be significant, particularly for the large data sets encountered
in scientific data management. As part of this project, we will investigate optimizations that can reduce
drastically the execution cost of a visualization pipeline. One source of inefficiency in existing visualization
systems is that the pipeline consumes the complete data set, i.e., a full scan of the data is performed, even
though the pipeline filters may select only a subset of the data. We will thus develop suitable data indexing
techniques so that the pipeline accesses only the portion of the data that is relevant to its output. The
indexes will be created in an online fashion, by taking into account the interaction of the user with the
visualization interface and how this maps to filters for the visualization pipelines. Hence, the idea is to
index the data where it “matters” according to the needs of the user. This part of the project will leverage
our previous research results in online index tuning and also in speculative query processing for relational
databases [13].

3 Personnel

The PI of the project is Neoklis Polyzotis, an associate professor at UC Santa Cruz. The PI’s research
has focused on self-tuning database systems [24, 1, 20, 2, 22, 13, 3], approximate query answering for semi-
structured and relational data [10, 23, 16, 27, 26, 17, 11, 12, 18, 15], and active data warehousing [14].

The project will fund a graduate student researcher. The student will be mentored jointly by the PI and
the following researchers from LANL: John Bent, Gary Grider, and Jon Woodring.
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